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Industrial Need

* lloT framework provides access to data, and infrastructure for processing
and communication

e Motivation:

how to use newly available KL [ TP —
data/resources effectively |
. - "
to create optimal and j
robust processes I —
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Project Objective

* (Create an intelligent manufacturing system of distributed

modules

— Distributed modules enabled to monitor the entire process
state without a central hub

— Module enable to make local manufacturing decisions to optimize
efficiently and
resilience of global process

— Reduce single point of
failure, communication reqs.
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Approach

» Investigate frameworks for distributed T i;
monitoring, control and optimization 1J m
— Distributed monitoring by nodes with limited (™ Commmtn v
sensing and comm. resources @@ <
— Machine learning to account for

uncertainties in monitoring, and evaluate
trust on neighboring nodes’

— Distributed learning and optimal control

to optimize global process by sensing and
decisions at the node level
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Approach

Machine Learning for Distributed

Manufacturing
. Distributed are difficult to control and
m a.l n tal n oo nsupervise s.iz:r::d
. Effective management by human =Xl Machine
operators is difficult and expensive e

- Big data sets available

« ML: Computer systems learn from
data

Reinforcement
Learning

Source: WordStream.com

University of i THE UNIVERSITY
New Hampshire ” ” of NORTH CAROLINA ‘ :
‘IH at CHAPEL HILL UNC CHARIDTTE

)



Methodology

Reinforcement Learning
* ML: Predict future behavior
* RL: Select best action for long-term profit

 Decide when to:

 Inspect a component

« Replace a component

* RL excelsin complex, large stochastic
environments like manufacturing
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Methodology and Results

Risk-averse Reinforcement Learning

« Average solution quality is important, but

« Data is often biased, noisy, limited, ... Eoorshad, e
o o . . . . . [ Yy "\ = - . ..... “‘1

« Mitigating risk is important in manufacturing (large P . ﬁ“‘*:-iir_:{ivg&ﬁ#_‘___& ‘
Iosses) g.U.ESD I .* ""i:a': ‘,.'
(]>J Method .{‘Budget: ‘
« RL methods that reduce risk and preserve solution < L | o §
. go) A Wass IME 0.04 A
quallty GNJ =I Wass L1 thig :
© —+ Wass ME 0.02 +
« Example: Risk-RL vs standard RL £ 260 0o Py
b 0.00 Y

« 97% average performance 040 045 050 0o

Normalized Profit at Risk (VaR)
« 155% worst-case performance
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Results

Results: distributed real time monitoring and real-time synchronization under comm. constraints

External system (Leader)
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Incorporate distributed learning prieler
oo . . . . Communication (TCP IP)
— Resilient monitoring, estimation and control t

— Robust fault detection and predictive maintenance
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